
function for the ground state, as well as recent
estimates (8, 9) are in favor of there being vacan-
cies at the 10−4 per site level, even in the pure
crystal (SOM text). Repeated efforts by Clark et al.
to grow perfect, pure, single crystals have always
observed nonclassical rotational inertia (NCRI)
on the 10−4 level relative to the classically expected
value (10), and this level or higher has been
confirmed by others (11–13). Simulations (14, 15)
performed using the path-integral Monte Carlo
method have been claimed to prove the non-
existence of vacancies; however, among other
difficulties the equivalent temperature in these
simulations is well above the relevant temper-
ature at which Bose condensation takes place. In
any case, simulating 104 atoms well enough to
find a single defect is beyond the capabilities of
those methods. I used a background density
(|Y|2) relative to the solid for pure 4He) of 2 ×
10−4 to 3 × 10−4, which fixes m in terms of g.

I assumed m* to be fairly light relative to that
of a helium atom (mHe) and used an estimate that
is often quoted,1/3mHe (other estimates are even
smaller). This effective mass is such that the un-
certainty energy that is necessary to localize the
mass on a single site is on the order of 10 K.
This is the same magnitude as estimates in (10)
of the energy cost of a vacancy and suggests that
those estimates may not have taken into account
the kinetic energy that could be gained by de-
localization. Regarding vacancies classically as
strictly local configurations of the lattice is not
reasonable.

m* and the density of the boson field allow
an estimate of the superfluid transition temper-
ature from the Bose-Einstein equation

kBTc ¼ 2pℏ2

m*

N

2:61V

� �2=3

ð3Þ

where N/V is the vacancy density, kB is
Boltzmann’s constant, and Tc is the transition
temperature.

By entering into Eq. 3 a typical solid density,
a vacancy concentration of 2 × 10−4 to 3 × 10−4

per site, and a mass of 1/3mHe, the resulting
transition temperature is ~50 to 70 mK. This is
very close to the transition temperature at which
thermal hysteresis in the NCRI has been re-
ported (12, 16). I have discussed elsewhere (17)
why reversible NCRI appears so far above Tc.
One expects true superflow to be observable
only below this Tc, if at all.

The parameter g, or equivalently the scatter-
ing length a, is not something one can accurately
estimate. I next discuss here the consequences of
assuming that g is reasonably small. This perhaps
can be justified, again, from the fact that a light
mass implies a somewhat extended lattice distor-
tion. Here, I define a correlation length as

x ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffi
8pn0a

p
ð4Þ

where n0 = |Y2|, which is the exponential decay
length of a small perturbation in the vacancy
field, according to Eq. 1. Given that n0 = 3 × 10−4,

even if a is a whole lattice constant, x is 10
lattice constants or 3 nm; it would be reasonable
for x to be an order of magnitude larger. This is
still not quite the scale at which the variation of
surface-to-volume ratio in NCRI occurs (18),
but almost.

What is of most interest is the effect of de-
fects being attractive sites for vacancies. A dis-
location core, for instance, is said to attract on
the order of one vacancy per atomic length, cal-
culated on the basis of localized high-energy
vacancies (19). This amounts to a potential well
in V that could be estimated as VR2 ≈ 10 to 15 K,
where R is the well’s radius. Balancing this
against the repulsive interaction gY4, a disloca-
tion core might be capable of attracting a cloud
of º1/g vacancies with a radius on the order of
x. Thus, the effect of dislocations can be some-
what magnified. Correspondingly, one would
expect there to be similar diffuse densities of
delocalized vacancies around grain boundaries
and near surfaces. I would consider this to be
one of the few possibile explanations for the
degree to which crystal imperfection appears to
enhance NCRI.

Why small concentrations of 3He produce
large effects remains an open question.

It seems possible to provide an accounting of
most of the puzzling properties of low-temperature
solid He by describing it as a Gross-Pitaevskii
fluid of delocalized quantum vacancies. The idea
that the superfluid is an intrinsic property of the
pure crystal, which is locally enhanced by imper-
fections, seems to account for the low and rea-
sonably invariant genuine superfluid transition
and the large variations in the quantity of super-
flow, which otherwise appear to be irreconcilable.
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Evidence for a Superglass
State in Solid 4He
B. Hunt,1* E. Pratt,1* V. Gadagkar,1 M. Yamashita,1,2 A. V. Balatsky,3 J. C. Davis1,4†

Although solid helium-4 (4He) may be a supersolid, it also exhibits many phenomena
unexpected in that context. We studied relaxation dynamics in the resonance frequency f(T ) and
dissipation D(T ) of a torsional oscillator containing solid 4He. With the appearance of the
“supersolid” state, the relaxation times within f(T ) and D(T ) began to increase rapidly together. More
importantly, the relaxation processes in both D(T ) and a component of f(T ) exhibited a complex
synchronized ultraslow evolution toward equilibrium. Analysis using a generalized rotational
susceptibility revealed that, while exhibiting these apparently glassy dynamics, the phenomena were
quantitatively inconsistent with a simple excitation freeze-out transition because the variation in f
was far too large. One possibility is that amorphous solid 4He represents a new form of supersolid in
which dynamical excitations within the solid control the superfluid phase stiffness.

A“classic” supersolid (1–5) is a bosonic
crystal with an interpenetrating super-
fluid component. Solid 4He has long

been the focus of searches for this state (6). To
demonstrate its existence unambiguously, mac-
roscopic quantum phenomena (7) such as per-
sistent mass currents, circulation quantization,

quantized vortices, or the superfluid Josephson
effect must be observed. None of these effects
have been detected in solid 4He.

There are, however, indications that this ma-
terial could be a supersolid. This is because
high-Q torsional oscillators (TOs) containing sol-
id 4He exhibit an increase in resonance frequency
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f (T) at low temperatures. This is detectable
below a temperature TC ~ 65 mK in the purest,
most crystalline samples; below TC ~ 300 mK
in more amorphous samples; and below at least
TC ~ 500 mKwhen dilute concentrations of 3He
exist (8–11). A strong dissipation peak inD(T) ≡

Q–1(T) occurs in association with the rapid rise
of f (T) (9, 10, 12), but their relation has not been
explained. These results [now widely repro-
duced (12–15)] can be interpreted as a 4He
supersolid whose rotational inertia is reduced due
to its superfluid component. Support for this
interpretation comes from the reductions in the
net frequency increase when the TO annuli con-
taining solid 4He are blocked (9, 16).

But many phenomena inexplicable in the
context of a classic superfluid are also observed
in equivalent samples of solid 4He. These include,
for example, maximum dc mass flow rates in-
consistent with the TO dynamics (17–19), large
increases in TC with the introduction of dilute
3He concentrations (8, 11), strong effects of an-
nealing on the magnitude of TO frequency shifts

(12, 20), velocity hysteresis in the frequency shift
(13), and shear stiffening of the solid coinci-
dent with the TO frequency increase (21). These
phenomena indicate some unanticipated inter-
play between dynamical degrees of freedom of
the solid and any superfluid component.

In response, new theories have been pro-
posed that solid 4He is (i) a nonsuperfluid glass
(22, 23), (ii) a fluid of fluctuating quantum
vortices (24), (iii) a superfluid network at linked
grain boundaries (25), (iv) a viscoelastic solid
(26), or a superglass—a type of granular super-
fluid within an amorphous solid (27–30). To
help discriminate between such ideas, we focus
on the relaxation dynamics of solid 4He, which
should distinguish a simple superfluid state from
a purely glassy state.

Using a TO containing solid 4He (Fig. 1A),
we measure f (T) and D(T) effects that are in
good agreement with those of other research
groups (8–16). Figure 1 shows the evolution of
f (T) (blue circles) and D(T) (red triangles) for
our typical sample; the change in f (T) between
300 and 10 mK would represent a “supersolid
fraction” of 4.8% if the frequency shift were
entirely attributable to a superfluid decoupling.
Our samples, while formed by the “blocked cap-
illary” procedure and therefore amorphous,
are of the type most widely studied in the field
(8, 9, 11–15). Thus, they are representative of
the full spectrum of solid 4He effects to be ex-
plained. Equivalent effects were detected in four
different samples studied in two different cells
of this type (31). All our experiments were per-
formed at a maximum wall velocity of less than
4.5 mm/s.

To examine the relaxational characteristics of
solid 4He, we perform the experiments outlined
in fig. S1 (31). The temperature is decreased
stepwise from an initial temperature Ti to a final
equilibrium temperature Teq, and the rapid co-
evolution of f and D is observed as the ther-
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Physics, Cornell University, Ithaca, NY 14853, USA. 2Depart-
ment of Physics, Kyoto University, Kyoto 606-8502, Japan.
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Astronomy, University of St. Andrews, St. Andrews, Fife KY16
9SS, Scotland, UK.

*These authors contributed equally to this work.
†To whom correspondence should be addressed. E-mail:
jcdavis@ccmr.cornell.edu

Fig. 1. The resonant fre-
quency shift f (T) − f∞
(blue circles) and dissipa-
tion D(T) ≡ Q−1(T) (red
triangles) for our TO-solid
4He system. Indicated with
black arrows are T*, the
temperature at whichD(T)
peaks and the slope of
f (T) − f∞ is maximal, and
Tc, the temperature at which
a change in f (T) − f∞ be-
comes detectable above
the noise. (Inset) A sche-
matic of the superconduct-
ing quantum interference
device (SQUID)–based tor-
sional oscillator (TO). Ap-
plying an ac voltage to the
drive electrodes rotates the
Stycast chassis (containing
the solid 4He in a 100-mm-
wide annular cavity of radius 4.5 mm) about the axis of the BeCu torsion rod. The angular displacement of a
SmCo magnet mounted on the TO generates a change in the magnetic flux through the stationary pickup
and input coils of a dc-SQUID circuit and thereby a voltage proportional to displacement.

Fig. 2. Measured traces of (A)
f(t,T) and of (B) D(t,T) for the
stepwise-cooling experiment de-
scribed in the text and fig. S1.
These traces are recorded for
times t < teq while the mixing-
chamber temperature cools from
Ti to Teq (before the green dot)
and then slow relaxation of
f(t,Teq) and D(t,Teq) for longer
times t > teq. The traces are
normalized according to df ≡
[ f (t,T) − f (0,Ti) ] / [ f (∞,Teq) −
f (0,T i)] and dD ≡ [D(t,T) −
D(0, Ti) ] /[D(∞,Teq) − D(0,T i)]
for comparison at different tem-
peratures Teq. (C) Measured tem-
perature dependence of tf(T) and
tD(T), the relaxation time con-
stants for frequency and for dis-
sipation as defined in the text.
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mometers approach Teq. More importantly, the
subsequent changes after the thermometers equil-
ibrate, f (t,Teq) and D(t,Teq), are measured. Data
from five representative experiments are shown
in Fig. 2, A and B, with each trace offset by
5000 s for clarity. In Fig. 2A, the vertical axis
represents the percentage of the total frequency
change during each experiment. In Fig. 2B, it
represents the percentage of the equivalent total
dissipation change. The green circles denote the
time teq at which the mixing-chamber temper-
ature equilibrates. Though for the initial t < teq
part of each trace both f (t) and D(t) change
rapidly with temperature, their slopes change
sharply at teq, indicating that the solid inside the
TO maintains thermal equilibrium with the mix-
ing chamber.

Before the “supersolid” signature appears,
Fig. 2, A and B, reveal that these relaxation
rates are independent of temperature and less
than 100 s. But below this temperature, they
begin to increase rapidly. The time constants for
relaxation processes in f and D, tf(T ) and tD(T ),
are indicated schematically in Fig. 2, A and B.
They are measured by fitting the exponential
f (t)¼C1− C2 exp(−t/tf (T )) andD(t)¼ C3− C4

exp(−t=tD(T )) to each trace for times t > teq = 0.
Both tf(T) and tD(T) increase rapidly on in-
distinguishable trajectories (Fig. 2C), indicating
that the ultraslow relaxation processes in f and D

are intimately linked. Such ultraslow dynamics
in the “supersolid” state have also been observed
elsewhere (20, 32, 33). It is difficult to reconcile
any of these effects with thermal relaxation in a
superfluid. Therefore, a better understanding of
the relaxation dynamics of amorphous solid 4He
is required.

We first examine the relation between the re-
laxation dynamics of dissipation and the frequen-
cy shift as both approach their long-time
equilibrium states. In the relevant experiment
[fig. S2 (31)], the 4He sample is cooled to 17
mK and then equilibrated for a time t > 20,000
s to achieve an unchanging state. It is then
heated abruptly to a temperature T, and the
subsequent relaxation dynamics in both f (t,T )
and D(t,T ) are monitored. The resulting time
dependence of dissipation D(t,T ) is shown in
Fig. 3A. At short times after temperature
stabilization, the dissipation increases slightly
(dark blue in Fig. 3A). However, these dis-
sipative processes are actually very far out of
equilibrium. As time passes, the dissipation
slowly increases on a trajectory indicated by the
transition from the blue line representing D(t,T)
at t ~ 50 s to the dark red line representing D(t,T)
at ~5000 s. In the same experiment, the time
dependence of f (t,T ) is also measured (Fig.
3B). It differs from that of D(t,T ); at shortest
times after stabilization at T the frequency has al-

ready changed greatly from its lowest-temperature
value (Fig. 3B). This means that much of the
frequency change responds immediately to the
mixing-chamber temperature change (and there-
fore also that rapid thermal equilibrium always
exists between the sample and the mixing-
chamber thermometer). The subsequent evolution
of the remaining component of the frequency
shift exhibits an ultraslow reduction in f, as
indicated by the transition from the blue line at
t ~ 50 s to the dark red line representing t ~
5000 s in Fig. 3B. These data illustrate how
the slowing relaxation dynamics within D(t,T )
and f (t,T ) are synchronized in such samples
of solid 4He.

They also imply that thermal hysteresis should
occur when temperatures are swept faster than
the relevant time constants in Fig. 3, A and B.
In Fig. 3C, swept-temperature measurements on
the same sample show that thermal hysteresis
occurs in both f (t,T) and D(t,T), with their long-
time equilibrium values (solid circles) falling
within the hysteresis loops as expected.

These extraordinary relaxation dynamics in
D(t,T) and f (t,T) are unexpected in the context
of a familiar superfluid. But effects analogous to
these are seen during the freeze-out of excitations
at a dielectric glass transition (34).Thus, the phe-
nomenology of solid 4He might also be due to a
freeze-out of an ensemble of excitations within the
solid (22). Indeed, there have been numerous pro-
posals (27–30) that solid 4He is a “superglass”—
some form of granular superfluid within an amor-
phous solid.

To examine such hypotheses, we consider the
total rotational susceptibility c(w,T) of the TO
plus solid 4He sample (22). A classic Debye sus-
ceptibility describing the freeze-out of an ensem-
ble of identical excitations with decay time t(T )
is c−1D (w, T ) ¼ g0/(1 − iwt(T )). For solid 4He,
g0=w2

0 would represent the rotational inertia as-
sociated with the relevant excitations. Their “back
action” on the TO would appear in the total sus-
ceptibility as

c−1(w, T ) ¼ K − Iw2 − igw − g0/(1 − iwt(T ))

ð1Þ
where g is the intrinsic damping constant of the
TO ðw0 ¼

ffiffiffiffiffiffiffiffi
K=I

p ¼ 2pf0; Fig:1Þ. The effect of
changing the temperature can be captured en-
tirely by the Debye term c−1D , whose real and
imaginary parts are

ℜ½c−1D (T )� ¼ g0
1þ w2

0t
2

ℑ½c−1D (T )� ¼ g0w0t
1þ w2

0t
2

ð2A, 2BÞ

at w = w0. Thus, when one susceptibility com-
ponent changes due to the t(T) term, the other

Fig. 3. Measured time evo-
lution of (A) D(t,T ) and (B)
f(t,T ) for the abrupt warming
experiment described in the
text and fig. S2. The data are
colored circles and the lines
are smooth interpolations, in-
tended as a guide to the eye.
The dark blue lines represent
D(t,T) and f(t,T) at t ~ 50 s,
while the dark red lines repre-
sent D(t,T) and f(t,T) at ~5000 s.
(C) Thermal hysteresis in the
dynamical response as shown
by the black curves in D(T)
(left) and in f(T) (right), with
the direction of the temper-
ature change indicated by a
black arrow. The data indicated
by red and blue circles were
acquired after waiting t >>
5 × 103 s at each temperature
as the dynamical response [of
(A) and (B)] asymptotically ap-
proached the infinite-time limit.
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must always change in a quantitatively related
manner. Such changes are measurable because

2( f0 − f (T ))

f0
¼ 1

Iw2
0

ℜ½c−1D (T )�

D(T ) − D∞ ¼ 1

Iw2
0

ℑ½c−1D ðTÞ� ð3A, 3BÞ

within the Debye model with suitable approx-
imations (31); D∞ ≡ g/Iw0. Moreover a well-
defined characteristic temperature T* for such a
susceptibility occurs when w0t(T*) = 1; both the
f (T) slope and the dissipation D(T) achieve
their maxima at T* (Fig. 1).

In Fig. 4A (left), we show a fit of Eq. 3B
to the measured D(T ) as a red line, while Fig.
4A (right) shows the resulting prediction from
Eq. 3A for f (T ) as the blue line. Comparison
to the measured f (T) (solid blue circles) shows
that this Debye susceptibility is inconsistent
with the relation between D(T) and f (T). Never-
theless, as the relaxation processes of D(t,T)
and f (t,T ) are synchronized (Fig. 3), there must
be an intimate relation between ℜ½c−1ðt; TÞ�
and ℑ½c−1ðt; TÞ�. To study this relation, one
should replot the data from Fig. 3, A and B, in
the complex plane with axes defined by ℑ½c−1D �
and ℜ½c−1D � [a Davidson-Cole (D-C) plot (31)].
This is a classic technique in which departures
of the data from the Debye model appear as geo-
metric features that can reveal characteristics
of the underlying physical mechanism linking
ℜ½c−1ðt; TÞ� and ℑ½c−1ðt; TÞ�.

We therefore plot DDðTÞ ¼ DðTÞ−D∞ ver-
sus 2ðf0 − f ðTÞÞ

f0
in Fig. 4B. It reveals that, in-

stantaneously upon warming, the D-C plot is a

symmetric elliptical curve, whereas after several
thousand seconds, the response has evolved into
the skewed D-C curve more familiar from studies
of the dielectric glass transition (34). But the max-
imum frequency shift expected from themaximum
observed dissipation within the Debye suscepti-
bility (vertical dashed lines) is again far too small.
Moreover, no temperature equilibration lag be-
tween the solid 4He sample and the mixing cham-
ber could generate the complex dynamics reported
in Fig. 4 because, for any given frequency shift, a
wide variety of different dissipations are observed
[see supporting online material (SOM) text].

A simple superfluid transition is inconsistent
with all these observations because there should
be no synchronized dissipation peak associated
with f (T) (Figs. 1 and 4) and no ultraslow dynam-
ics in f (t,T) and D(t,T) (Figs. 2 and 3). Indeed,
these phenomena are more reminiscent of the
characteristics of a glass transition (34). Never-
theless, a simple freeze-out of excitations described
by a Debye susceptibility is also quantitatively
inconsistent because the dissipation peak is far
too small to explain the observed frequency shift
(Fig. 4A). Thus, when considered in combina-
tion with implications of the blocked annulus
experiments (9, 16), our observations motivate a
new hypothesis in which amorphous solid 4He
is a supersolid, but one whose superfluid phase-
stiffness can be controlled by the freeze-out of
an ensemble of excitations within the solid.

Within such a model, generation of excita-
tions at higher temperatures would suppress su-
perfluid phase stiffness. The complex relaxation
dynamics (Figs. 3 and 4) would reveal the excita-
tion freeze-out processes. Further, the anomalously
large frequency shifts (Fig. 4) would occur pre-
dominantly because of superfluid phase stiffness

appearing after excitation freezing. Such a mod-
el might also explain the diverse phenomenology
of solid 4He. For example, the w dependence of
T* (13) would occur because T* is the temper-
ature for which t(T*)w =1. The shear modulus
stiffening (21) would occur because of the freeze-
out of motion of these excitations, and T* would
increase with 3He concentration (8, 11) because,
with pinning, higher temperatures would be re-
quired to achieve the excitation rate t(T*)w0 = 1.
Finally, sample-preparation effects (10, 12) and
different responses from different TO types would
occur because the amorphousness allowing these
excitations would depend on annealing and TO
design.

Independent of these hypotheses, important
new features of solid 4He are revealed here. We
find synchronized ultraslow relaxation dynamics
of dissipation D(T) and a component of frequency
shift of f (T) in TOs containing amorphous solid
4He (Fig. 3). Such phenomena are reminiscent
of the glassy freeze-out of an ensemble of exci-
tations and inconsistent with a simple superfluid
transition. Nevertheless, although the evolutions
of f (T) and D(T) are linked dynamically, the
situation is also inconsistent with the simple ex-
citation freezing transition because there is an
anomalously large frequency shift (Fig. 4). One
possible explanation is that solid 4He is not a
supersolid and that the appropriate rotational
susceptibility model for its transition will be
identified eventually. But if superfluidity is the
correct interpretation of blocked annulus experi-
ments (9, 16), then our results indicate that solid
4He supports an exotic supersolid in which the
glassy freeze-out at T* of an unknown excitation
within the amorphous solid controls the super-
fluid phase stiffness. Such a state could be desig-
nated a “superglass.”
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Fig. 4. (A) Comparison of equil-
ibrated D(T) and f(T) data with
simple Debye model of suscepti-
bility in Eq. 1. The long-time
equilibrated data D(T) (left) and
f(T) (right) are plotted as filled
circles. The dashed line indicates
f0. The solid curves represent the
predicted relation between the
susceptibilities for a simple glassy
freeze-out transition. Although
the dissipation D(T) can be fit rea-
sonably well by this model (22),
the magnitude of the frequency
shift that is then predicted is
markedly smaller than observed.
(B) Time-dependent D-C plot.
This is a parametric plot of the
data shown in Fig. 3, A and B,
made by removing the explicit
dependence on temperature, with
axes defined by ℑ½c−D1� and
ℜ½c−D1� (Eq. 3). The vertical
dashed lines indicate the max-
imum value of 2(f0 – f)/f0 that
would be predicted by the
Debye susceptibility (Eq. 1), given the peak height of DD = D – D∞ (31).
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Competition for Light Causes Plant
Biodiversity Loss After Eutrophication
Yann Hautier,1* Pascal A. Niklaus,1,2 Andy Hector1

Human activities have increased the availability of nutrients in terrestrial and aquatic ecosystems.
In grasslands, this eutrophication causes loss of plant species diversity, but the mechanism of this
loss has been difficult to determine. Using experimental grassland plant communities, we found
that addition of light to the grassland understory prevented the loss of biodiversity caused by
eutrophication. There was no detectable role for competition for soil resources in diversity loss.
Thus, competition for light is a major mechanism of plant diversity loss after eutrophication and
explains the particular threat of eutrophication to plant diversity. Our conclusions have
implications for grassland management and conservation policy and underscore the need to
control nutrient enrichment if plant diversity is to be preserved.

Fertilization experiments (1–4) and studies
of nutrient deposition in terrestrial ecosys-
tems (5) show that increases in the avail-

ability of nitrogen (5, 6), phosphorus (7), and
other nutrients—both alone and in combination
(1, 4)—usually increase primary productivity and
decrease plant diversity. Given that anthropo-
genic activity has doubled global phosphorus
liberation and plant-available nitrogen during the
past 50 years (8, 9), and that nutrient inputs are
predicted to be one of the three major drivers of
biodiversity loss this century (10), understanding
the mechanisms responsible for diversity loss after
eutrophication will be important for the develop-
ment of effective conservation policies (11).

Most of the hypotheses proposed to explain
the reduction in plant diversity after eutrophica-
tion focus on changes in competition (12–15).
Fertilization may increase the strength of compe-
tition generally—that is, both above and below
ground (15)—or it could increase the strength of
aboveground competition for light only: an asym-
metric process due to the directional supply of this
resource (13, 14). The hypothesis of increased
competition for light (14) predicts that as produc-

tivity increases, availability of light to plants in the
understory is reduced, leading to their exclusion
by faster-growing or taller species that preempt
this directionally supplied resource (16, 17). Sur-
prisingly, 35 years after these alternative hypothe-
ses were suggested, there is no consensus on the
role of competition as a mechanism of plant di-
versity loss after eutrophication (18, 19).

To test whether diversity loss after eutrophi-
cation is due to increased competition for light,
we added light to the understory of fertilized
grassland communities—a manipulation inspired
by competition experiments with algae (20, 21).
A key advance of our approach relative to earlier
work (22) is that it restores light to the species in
the lower canopy that are thought to decrease in
diversity as a result of deeper shading after the
increase in aboveground productivity caused by
eutrophication.We conducted a glasshouse exper-
iment that combined addition of fertilizer and
supplementary light in a fully factorial design.
The 32 experimental plant communities were
pregrown in the field for 4 years (23) before they
were extracted with intact soil blocks and moved
to the glasshouse. For generality, the communities
comprised four different sets of six species (23)
that had similar levels of diversity and, as we
show, responded similarly to the experimental
treatments.

Light was added to the understory of each
treated community using a system of three fluo-

rescent tubes that were raised as the canopy grew
(Fig. 1). Reflectors were placed above the fluo-
rescent tubes to direct light into the understory
and to prevent it from shining up onto the under-
side of the leaves of the taller species. To keep
conditions other than light and fertilization as
similar as possible, we installed the same sys-
tem of fluorescent tubes in communities without
supplementary light, but in this case reflectors
were placed above and below the tubes to form a
closed chamber from which the light could not
escape. With this system, we were able to exper-
imentally manipulate light in the understory while
holding other conditions (such as temperature)
constant. Aboveground biomass was harvested
twice a year during 2006 and 2007 to coincide
with the cutting regimes typical of European
meadows, and other key variables (including
belowground biomass production, canopy height,
availability of light in the understory, soil pH, and
plant diversity) were regularly monitored (24).

After 2 years of treatment, fertilization had
increased net aboveground biomass production
and decreased diversity (24). During the second
year, fertilization significantly increased produc-
tion from an average of 356 T 39 g m−2 (mean T
SEM) per harvest in the control communities to
450 T 39 g m−2 in the fertilized treatment (Fig. 2A
and table S1). The percentage of photosynthet-
ically active radiation in the understory of the fer-
tilized plots (5 T 4%) was significantly lower than
for the controls (13 T 4%) (Fig. 2B). Notably,
when increased production was accompanied by
decreased light in the understory, fertilization sig-
nificantly reduced species richness (Fig. 2C): On
average, 2.6 species were lost in the fertilization
treatment relative to the control, around one-third
of the original species richness. This loss of diver-
sity after eutrophication is consistent with longer-
term field studies (1, 5).

When applied together with fertilization, the
additional understory light compensated for the
increased shading caused by the greater above-
ground biomass production and generated levels
of understory light (12 T 4%) that were indistin-
guishable from those in the control plots (13 T
4%) (Fig. 2B and table S1). Supplementing under-
story light in the fertilization treatment to levels
similar to the control plots prevented the loss of
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